
International Journal of Latest Technology in Engineering, Management & Applied Science (IJLTEMAS) 
Volume VI, Issue X, October 2017 | ISSN 2278-2540 

 

www.ijltemas.in Page 1 
 

A Hybrid Wavelet GP Model for Enhancing 
Forecasting Accuracy of Time Series Significant 

Wave Heights 

Vinay Anand Dhanvada1, Dr. Paresh Chandra Deka2 
1Applied Mechanics and Hydraulics Department, National Institute of Technology Karnataka, Surathkal, Karnataka, India 

2Associate Professor, Applied Mechanics and Hydraulics Department, National Institute of Technology Karnataka, Surathkal, 
Karnataka, India 

I. INTRODUCTION 

Wind waves are very complex in nature. The representation of 
a wave field is normally done by significant wave height and 
significant time period which retains much of the insight 
gained from theoretical studies. Wave prediction is the 
prediction of wave parameters based on the meteorological 
and oceanographic data. Wave forecasting is extremely useful 
in the planning and maintenance of the marine activities. The 
representation of a wave field by significant height and period 
has the advantages of retaining much of the insight gained 
from theoretical studies. Its value has been demonstrated in 
the solution of many engineering problems. A significant 
wave height is defined as the average height of the one-third 
highest waves and it is about equal to the average height of 
the waves as estimated by an experienced observer. During 
recent decades, some black-box models have been applied to 
simulate the wave and the wave heights. 

Although the ANNs are useful tools in the time series wave 
modeling, the obvious disadvantage of the ANNs is that they 
represent their knowledge in term of a weight matrix that is 
not accessible to human understanding at present (Savic et al, 
1999); in other words, these types of models are so implicit 
that they cannot be simply used by other investigator. 

Therefore, it is still necessary to develop an explicit model for 
overcoming this problem (Aytek and Kisi, 2008). From this 
point of view, genetic programming (GP), which is an 
evolutionary computing method that provides transparent and 
structured system identification, has been developed (Savic et 
al, 1999). 

Genetic programming has been successfully applied to 
problems that are complex and nonlinear and where the size, 
shape, and overall form of the solutions are not explicitly 
known in advance (Whigham and Crapper, 2001). It also 
partially alleviates the problem necessary for conceptual 
model calibration. The state-of-the art applications of the GP 
in civil engineering have been listed by Shaw et al, (2004). 
Also, some aspects of GP in hydraulic and sedimentation 

engineering were mentioned by Babovic et al. (2001) and 
Aytek and Kisi (2008) and respectively. 

In spite of suitable flexibility of the ANN and GP methods for 
oceanographic time-series modelling, sometimes there is a 
limitation when signal fluctuations are highly non-stationary 
and physical oceanographic processes operate under a large 
range of scales varying from one day to several decades. In 
such a situation, ANN and GP approaches may not be able to 
cope with non-stationary data if pre-processing of input and/or 
output data is not performed (Cannas et al. 2006). To cope 
with this problem, the wavelet technique is widely applied to 
time-series analysis of non-stationary signals (Nason and Von 
Sachs, 1999; Labat 2005; Nourani et al. 2009a, 2011). 

In a recent research, hybrid wavelet neural network model 
was used to improve forecasting accuracy of time series 
significant wave height by Prahlada R. (2011). In an even 
more recent research, a hybrid wavelet-GP approach was used 
to optimize ANN modeling of Rainfall-runoff Process. The 
GP component (like ANN) of the model can handle the 
nonlinearity and non-stationary elements in mean and 
variance trends, while the wavelet component can deal with 
seasonal (cyclic) non-stationary elements of the process. 

A wavelet transformation is a signal processing tool like 
Fourier transformation with the ability of analyzing both 
stationary as well as non stationary data, and to produce both 
time and frequency information with a higher resolution, 
which is not available from the traditional transformation. The 
wavelet transform breaks the signal into its wavelets which 
are scaled and shifted versions of the original wavelet so 
called mother or father wavelet. So, it can be seen that the 
results might get enhanced and more accurate if used in 
forecasting waves. The present study is carried out with an 
aim to come up with a best hybrid model for time series 
predictions for different lead times with the following 
objectives. 

1. To develop a hybrid model which is able to handle 
both nonlinearity and non-stationary’s present in the 
time series data. 
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2. To check the performance of hybrid model for 
different mother wavelets. 

3. To investigate the influence of different 
decomposition levels for 3hr lead time on the model 
performance. 

4. To optimize best possible methodology in hybrid 
wavelet-GP model for improving the model 
performance. 

II. DATA COLLECTION AND METHODOLOGY 

For the present study the data collected from one station was 
be used. The data used in the current study is processed 
significant wave height (Hs) of the station SW4 (Latitude 
12°56’31” and longitude 74°43’58”) located near west coast 
of India which was collected from New Mangalore Port Trust 
(NMPT) during the year 2003 from January 1st to December 
31st. The frequency of the data was 3 hourly significant wave 
heights. The wavelet-genetic programming (WLGP) model 
combines the strengths of discrete wavelet transform and GP 
processing to achieve powerful nonlinear approximation 
ability. 

 

 
In the WLGP model, the decomposed time series (details and 
approximation) play various roles in the original time series 
and the behavior of each is distinct, so the contribution to the 
original time series varies from each other. The periodicity 
property of wave heights phenomenon is considered in this 
structure because the decomposed time series by wavelet 
analysis produces detailed information about the data trend 
and periodicity. In the model, in addition to the periodicity 
effect which is represented by the detailed sub signals, the 
autoregressive time series property may also be taken into 
account by considering the original time series as an input to 
GP model. 

III. RESULTS AND DISCUSSION 

The parameters for GP such population size, number of 
generations, mutation frequency and crossover frequency’s 
are decided based upon previous studies (Gaur and Deo, 
2008). 

Population size – 500 

No. of generations – 300 

Mutation Frequency – 90% 

Crossover Frequency – 50% 
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All the plots of the data individually processed through GP are provided in the tabular column above 
 

 

All the results for the decomposition level 6 are tabulated above 

 

All the results for the decomposition level 7 are tabulated 
above 

IV. CONCLUSION 

The present study analysis and results revealed the following 
conclusions. 

1. The proposed hybrid WLGP model outperformed 
single GP model for a 3hr lead time prediction. 

2. Single GP model had certain issues with selection of 
distribution of data into training, validation and 
testing data. It was observed that at 70-15-15 ratio 
and 80-10-10 ratio, the model performed better when 
compared to other ratio which had less training data 
and comparatively more testing data like 40-20-40 or 
40-30-30. 

3. The statistical variations of the data given from SW4 
station were observed to be low to medium. This 
might be because of the fact that the training data 
length in relative comparison with the normal data 
size was less. A 1 hourly data of the same period 
would have fetched slightly better results. 

4. The improvement of results in WLGP model is due 
to dividing the dataset into multifrequency bands 
using DWT to make data as a stationary data. GP is 
good at handling non-stationary data, but it has 
shown excellence in handling stationary data and 
hence the proposed model performed very well. 

5. It was noticed that as the decomposition level for 
different wavelets was increased, the performance of 
the hybrid WLGP model also increased. This 
enhancement was minute for some wavelets but was 
noticeable for all the different wavelets. Level 7 of 
decomposition had less error than level 5 and 6. 

6. Selection of proper mother wavelet was also carried 
out in the present study. Db2 wavelet performed 
better at decomposition level 5 suggesting that at 
lower decomposition level it can perform better. Db3 
wavelets were best at decomposition level 6 and 7. 
This may suggest that as the decomposition level 
increases, if the order of the wavelet increases, the 
model performs better. But the same was not true in 
case of Db4 wavelet since it had more error than Db3 
wavelet at all the three decomposition levels. 
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