Investigations of Carry Look Ahead Adder at \( V_{DD}=1.0V \) at 65nm CMOS Technology for High Speed and Low Power Applications
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Abstract: - Carry look-ahead adder (CLA) is a fast adder. This paper is to accelerate the 4-bit CLA circuit. In this circuit, power been analysed for various size. Moreover, logic gates have less fan-in and fan-out and signal through one less MOS transistor in critical path. Both the static and dynamic design are being compared with power and size. Carry look ahead adder is designed in various size like 2um, 250nm, 125nm, 65nm in Tanner Tool.
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I. INTRODUCTION

Addition is the basic mathematical operation and an essential operating in Algorithm Logic Units (ALU) \([1]\). Currently, addition have many logic designs, such as ripple adder, carry select adder and so on \([2]\). In these circuits, the carry-sum of higher bits depend on the carry-out of lower significant bits and this causes long propagation delay. Carry look-ahead adder (CLA) solves this problem. This method makes the carry-sum of each bit to be calculated by inputs directly. Some articals implement the logic gate in different technologies, such as BiCMOS \([3]\), in order to speed up the CLA operation. And some fabricate the logic gate only in NMOS transistors \([4]\). Circuits in \([5]-[7]\) are accomplished in CMOS logic gate. They are constructed by XOR AND and OR gates. All of them have the same formulas. However, the design \([8]\) uses NAND gate to replace the AND and NOT gates. This can efficiently decrease the cost and increase the speed. Therefore \([8]\) is the fastest CLA design at present, and it has lower cost in area and power.

Our work is to accelerate the CLA circuit established by dynamic CMOS logic gates. This simplification scheme realizes this acceleration and reduces power consumption.

In this paper, section I introduces the background about CLA. In section II, the principle of 4-bit CLA circuit is described in part A. Part B gives the new derived functions and analysis. Comparisons of the simulation results are presented in section III. At last, a conclusion is given.

II. IMPLEMENTATION OF CARRY LOOK-AHEAD ADDER

A. The principle of 4-bit CLA

Function of the CLA is to calculate the carry-in of each bit from inputs directly. For addition with two inputs, the external carry-in is denoted as \(C_0\). Both inputs have 4 bits and they are represented as \(A_3A_2A_1A_0\) and \(B_3B_2B_1B_0\) respectively. Then sum of this addition \(S_3S_2S_1S_0\) can be calculated by Full adders. Thus \(S_3S_2S_1S_0 = A_3A_2A_1A_0 \oplus B_3B_2B_1B_0 \oplus C_3C_2C_1C_0\), where \(C_3C_2\) and \(C_1\) are the carry-outs of previous bits.

The logic relationships between the carry-outs and inputs are expressed by equations (1)-(3). Among them, signals

\[
\begin{align*}
P_i & = A_i \oplus B_i, \\
G_i & = A_i \cdot B_i,
\end{align*}
\]

The sum output and carry output can be expressed as

\[
\begin{align*}
S_i & = P_i \oplus C_i, \\
C_{i+1} & = G_i + P_i \cdot C_i,
\end{align*}
\]

Where \(G_i\) is a carry generate which produces the carry when both \(A_i\), \(B_i\) are one regardless of the input carry. \(P_i\) is a carry propagate and it is associate with the propagation of carry from \(C_i\) to \(C_{i+1}\).

The carry output Boolean function of each stage in a 4 stage carry-Look ahead adder can be expressed as

\[
C_1 = G_0 + P_0C_{in}
\]
C_2 = G_1 + P_1 C_1 \\
= G_1 + P_1 G_0 + P_1 P_0 C \text{in} \\
C_3 = G_2 + P_3 C_2 \\
= G_2 + P_2 G_1 + P_2 P_1 G_0 + P_2 P_1 P_0 C \text{in} \\
C_4 = G_3 + P_3 C_3 \\
= G_3 + P_3 G_2 + P_3 P_2 G_1 + P_3 P_2 P_1 G_0 + P_3 P_2 P_1 P_0 C \text{in}

Therefore, a 4-bit parallel adder can be implemented with the carry-Lookahead scheme to increase the speed of binary addition as shown in below figure. In this, two Ex-OR gates are required for each sum output. The first Ex-OR gate generates P_i variable output and the AND gate generates G_i variable.

Hence, in two gates levels all these P’s and G’s are generated. The carry-Lookahead generators allows all these P and G signals to propagate after they settle into their steady state values and produces the output carriers at a delay of two levels of gates. Therefore, the sum outputs S2 to S4 have equal propagation delay times. It is also possible to construct 16 bit and 32 bit parallel adders by cascading the number of 4 bit adders with carry logic. A 16 bit carry-Lookahead adder is constructed by cascading the four 4 bit adders with two more gate delays, whereas the 32 bit carry-Lookahead adder is formed by cascading of two 16 bit adders. In a 16 bit carry-Lookahead adder, 5 and 8 gate delays are required to get C16 and S15 respectively, which are less as compared to the 9 and 10 gate delay for C16 and S15 respectively in cascaded four bit carry-Lookahead adder blocks. Similarly, in 32-bit adder, 7 and 10 gate delays are required by C32 and S31 which are less compared to 18 and 17 gate delays for the same outputs if the 32-bit adder is implemented by eight 4 bit adders.

III. STATIC LOGIC

The most widely used logic is complementary CMOS logic due to advantages associated with it like Low sensitivity to noise, Low power consumption with no static power dissipation, Good performance and Robustness. These properties lead to implementation of large fan in logic circuits using same devices. Static MOS circuits design includes complementary CMOS, ratio logic and pass transistor logic.[11]

IV. COMPLEMENTARY CMOS

Static CMOS gates are implemented by using combination of two networks, the pull up network (PUN) and pull down network (PDN). Static CMOS is characterized by very good current driving capabilities and high noise margins. In Static CMOS design, at every point in time, each gate output is connected to either V_{dd} or V_{ss} via a low-resistance path. Also, the outputs of the gate assume at all times the value of the Boolean function implemented by the circuit. A Static CMOS gate is a combination of two networks, the pull up network (PUN) and the pull down network (PDN). The function of the PDN is to provide a connection between the output and V_{dd} when the output of the logic gate is supposed to be 1. Similarly, the PDN connects the output to V_{ss} when the output is expected to be 0. The PUN and PDN networks are constructed in a mutually exclusive manner such that one and only one of the networks are conducting in steady state. The Static CMOS gates have rail-to-rail swing, no static power dissipation. The speed of the static CMOS circuit depends on the transistor sizing and the various parasitics that are involved with it. The problem with this type of implementation is that for N fan-in gate 2N number of transistors are required, i.e., more area required to implement logic. This has an impact on the capacitance and thus the speed of the gate.[13]

V. DYNAMIC LOGIC

In integrated circuit design, dynamic logic (or sometimes clocked logic) is a design methodology in combinatory logic circuits, particularly those implemented in MOS technology. It is distinguished from the so-called static logic by exploiting temporary storage of information in stray and gate capacitances. It was popular in the 1970s and has seen a recent resurgence in the design of high speed digital electronics, particularly computer CPUs. Dynamic logic circuits are usually faster than static counterparts, and require less surface area, but are more difficult to design. Dynamic logic has a higher toggle rate than static logic [2] but the capacitance loads being toggled are smaller[3] so the overall power consumption of dynamic logic may be higher or lower depending on various trade-offs. When referring to a
particular logic family, the dynamic adjective usually suffices to distinguish the design methodology, e.g. dynamic CMOS or dynamic SOI design. Dynamic logic is distinguished from so-called static logic in that dynamics logic uses a clock signal in its implementation of combinational logic circuits. The usual use of a clock signal is to synchronize transitions in sequential logic circuits. For most implementations of combinational logic, a clock signal is not even needed.

The static/dynamic terminology used to refer to combinational circuits should not be confused with how the same adjectives are used to distinguish memory devices, e.g. static RAM from dynamic RAM.

VI. STATIC VERSUS DYNAMIC LOGIC

The largest difference between static and dynamic logic is that in dynamic logic, a clock signal is used to evaluate combinational logic. However, to truly comprehend the importance of this distinction, the reader will need some background on static logic. In most types of logic design, termed static logic, there is at all times some mechanism to drive the output either high or low. In many of the popular logic styles, such as TTL and traditional CMOS, this principle can be rephrased as a statement that there is always a low-impedance DC path between the output and either the supply voltage or the ground. As a sidenote, there is of course an exception in this definition in the case of high impedance outputs, such as a tri-state buffer; however, even in these cases, the circuit is intended to be used within a larger system where some mechanism will drive the output, and they do not qualify as distinct from static logic. In contrast, in dynamic logic, there is not always a mechanism driving the output high or low. In the most common version of this concept, the output is driven high or low during distinct parts of the clock cycle. During the time intervals when the output is not being actively driven, its impedance causes it to maintain a level within some tolerance range of the driven level.

Dynamic logic requires a minimum clock rate fast enough that the output state of each dynamic gate is used or refreshed before the charge in the output capacitance leaks out enough to cause the digital state of the output to change, during the part of the clock cycle that the output is not being actively driven. Static logic has no minimum clock rate—the clock can be paused indefinitely. Being able to pause a system at any time for any duration can also be used to synchronize two asynchronous events. (While there are other mechanisms to do this, such as interrupts, polling loops, processor idling input pins [like RDY on the 6502], or processor bus cycle extension mechanisms such as WAIT inputs, using hardware to gate the clock to a static-core CPU is simpler, is more temporally precise, uses no program code memory, and uses almost no power in the CPU while it is waiting. In a basic design, to start waiting, the CPU would write to a register to set a binary latch bit which would be ANDed or ORed with the processor clock, stopping the processor. A signal from a peripheral device would reset this latch, resuming CPU operation.[12]

In particular, although many popular CPUs use dynamic logic[citation needed], only static cores—CPUs designed with fully static technology—are usable in space satellites owing to their higher radiation hardness. Dynamic logic, when properly designed, can be over twice as fast as static logic. It uses only the faster N transistors, which improve transistor sizing optimizations. Static logic is slower because it has twice the capacitive loading, higher thresholds, and uses slow P transistors for logic.[22]

Dynamic logic can be harder to work with, but it may be the only choice when increased processing speed is needed. Most electronics running at over 2 GHz these days require the use of dynamic, although some manufacturers such as Intel have completely switched to static logic to reduce power consumption. Note that reducing power use not only extends the running time with limited power sources such as batteries or solar arrays (as in spacecraft), but it also reduces the thermal design requirements, reducing the size of needed heatsinks, fans, etc., which in turn reduces system weight and cost. In general, dynamic logic greatly increases the number of transistors that are switching at any given time, which increases power consumption over static CMOS. There are several power saving techniques that can be implemented in a dynamic logic based system. In addition, each rail can convey an arbitrary number of bits, and there are no power-wasting glitches. Power-saving clock gating and asynchronous techniques are much more natural in dynamic logic.[23][25]
Fig.2 Carry Look Ahead Adder Static Logic
TABLE I POWER COMPARISION CLAA

<table>
<thead>
<tr>
<th>Size (nm)</th>
<th>Max Power (W)</th>
<th>Average Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>1.27 x10^{-004} at 3.79 x10^{-101}\ s</td>
<td>7.53 x10^{-003}</td>
</tr>
<tr>
<td>125</td>
<td>2.93 x10^{-004} at 1.51 x10^{-008}\ s</td>
<td>9.45 x10^{-003}</td>
</tr>
<tr>
<td>250</td>
<td>9.67 x10^{-002} at 4.20 x 10^{-011}\ s</td>
<td>8.67 x10^{-003}</td>
</tr>
<tr>
<td>2000</td>
<td>4.93 x10^{-004} at 3.70 x10^{-011}\ s</td>
<td>1.19 x10^{-002}</td>
</tr>
</tbody>
</table>

The power is maximum and average power is compared based on the time. [19] The no. of transistors in static design of carry look ahead adder is 146 and in dynamic design 120. The result for the sum and carry is based on the inputs $A_0$, $A_1$, $A_2$, $A_3$, $B_0$, $B_1$, $B_2$, $B_3$ and $C_{in}$ then the bit streams for the inputs[24]

$A_0$ 00111  $B_0$ 11100
$A_1$ 10000  $B_1$ 11001
$A_2$ 11000  $B_2$ 00011
$A_3$ 11111  $B_3$ 01100  $C_{in}$ 10101
The resultant waveform for the bit stream is shown in the Fig. 4

VII. RESULT
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